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Abstract

This article argues that contemporary generative artificial intelligence (AI) alignment
practices are best understood through the lens of non-ideal theory. While early machine
learning approaches relied on predefined moral ideals and fairness benchmarks—mirroring
ideal theory in political philosophy—modern alignment methods, such as Reinforcement
Learning from Human Feedback (RLHF), proceed without articulating a comprehensive
vision of justice. Instead, they improve models iteratively through local comparisons,
harm reduction, and policy patching. Drawing on key debates in political theory, I show
that these non-ideal methods not only characterize current practice but also challenge
longstanding criticisms of non-ideal theory’s adequacy. The success of alignment without
reference to ideal justice suggests that non-ideal theory offers a robust and normatively
sufficient framework for guiding AI development. I conclude by identifying future
scenarios—such as long-term planning, positive duties, and cross-cultural alignment—
where ideal theory may regain relevance, though as a supplementary rather than
foundational guide.

1 Introduction
In recent years, the prospect of “aligning” artificial intelligence (AI) systems with core human
values has moved to the forefront of technological, ethical, and policy discussions. Researchers
and policymakers have voiced urgent worries about AI systems’ capacity to generate harmful
outputs, entrench systemic bias, or even upend societal structures. The discipline that has
emerged to tackle these concerns—commonly called AI alignment—seeks to ensure that
advanced AI systems act in ways consistent with key moral and social norms. On the surface,
this project appears to demand a strong theoretical framework. How can we possibly decide
what to align AI to if we lack a fully developed account of the “just” or the “good”?

In political philosophy, such foundational questions about what counts as justice or
how we identify rightful moral principles often invoke the distinction between ideal and
non-ideal theory. On a widely accepted definition—traceable to John Rawls—ideal theory
is characterized by its quest to specify what perfect or fully just arrangements would look
like prior to grappling with real-world complexities [1]. By contrast, non-ideal theory avoids
positing a fully worked-out ideal. Instead, it tackles problems of injustice more directly and
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incrementally, guided by context-sensitive priorities and constraints. Under ideal theory, the
logic is: “First figure out the blueprint of a perfectly just society; then apply that ideal to
the messy realities.” Under non-ideal theory, the logic is more pragmatic: “Start with actual
conditions, identify urgent injustices, and improve them step by step, without presupposing
a complete ideal.”

At first glance, many assume that AI alignment must naturally fall under the ideal
approach. After all, training a machine to be “just” and “fair” might seem impossible without
positing what justice and fairness ultimately entail. Indeed, AI practitioners historically
tried to hand-code specific fairness metrics or moral rules, in a manner reminiscent of ideal-
theoretic “benchmarking,” which measures how far we deviate from a notional ideal. Yet
modern generative AI systems—especially language models (LMs)—have radically changed
the way alignment is practiced. The days of rigid rules and top-down moral directives have
largely given way to iterative, feedback-driven processes such as Reinforcement Learning
from Human Feedback (RLHF). Instead of referencing a comprehensive moral blueprint,
alignment engineers collect local judgments about “better” vs. “worse” outputs and steadily
refine the system to avoid severe harms (like hate speech or overt misinformation). As this
article argues, these contemporary alignment practices echo the commitments of non-ideal
theory: they focus on mitigating immediate dangers, rely on comparative rather than absolute
assessments, and do not presuppose a fully articulated vision of what a perfectly just AI
would do.

This reframing of AI alignment as decidedly non-ideal matters for two reasons. First, it
clarifies a widespread misconception that any serious moral endeavor in AI must start with
an ideal theory of justice. In reality, the success of RLHF and related techniques shows that
stepwise improvements can be achieved even in the absence of an overarching utopian vision.
Second, the example of AI alignment provides a powerful real-world demonstration of how
non-ideal theory can function in practice, potentially rebutting or weakening classic criticisms.
Many ideal theorists contend that without specifying ideal justice as a benchmark, one cannot
meaningfully track progress, handle large-scale complexities, or maintain moral consistency
over time. Yet current alignment strategies arguably do track progress (through iterative
preference comparisons), do handle complexities (through agile updates and patching), and
do maintain pragmatic coherence (by focusing on preventing concretely harmful outcomes).

With this in mind, the core goal of this article is to establish that contemporary AI
alignment is overwhelmingly non-ideal in character, despite longstanding assumptions that any
alignment project must lean on ideal-theoretic scaffolding. Section 2 defines the conceptual
terrain of ideal and non-ideal theories in political philosophy and explains why modern
generative AI training paradigms align better with a non-ideal rather than an ideal approach.
This section establishes the framework for understanding my core claim: that contemporary
AI alignment is overwhelmingly non-ideal in character. Section 3 then consolidates this claim
by leveraging contemporary AI alignment as a tool for pressing classic criticisms of ideal theory
and rebuffing criticisms of non-ideal theory. Specifically, I show how contemporary alignment
methods effectively raise two major objections to ideal theory: the “second-best” objection
(which states that the “second best” option may not be the option that is only one step
away from ideal justice) and “redundancy” objections (which claim that the decomposition of
an ideal into independently valuable principles makes the ideal redundant). I then defend
against criticism of non-ideal theory in the form of “ideal target” objections (which claim
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that an ideal target is logically or methodologically indispensable). Section 4 examines what
opportunities might remain for ideal theory in contemporary and future alignment efforts. It
examines architectural openings created by constitutional and deliberative alignment, and
marks three situations in which alignment practices might benefit from ideal theory. Section
5 sets all of the preceding arguments in their final, condensed form.

2 AI Alignment as Non-Ideal
In this section, I argue that current AI alignment practices are best understood through the
lens of non-ideal theory. This establishes our primary, descriptive claim: that contemporary
AI alignment is overwhelmingly non-ideal in character. The discussion proceeds in three
parts. In §2.1, I clarify what we mean by ideal vs. non-ideal theory in political philosophy,
focusing on definitions given by John Rawls. In doing this, I also provide disambiguation of
these terms from some common alternate definitions found in the literature. In §2.2, I define
and justify my narrow focus on generative AI—especially language models guided by human
feedback—as the primary focus of this article. I then, in §2.3, show how these methods align
more naturally with a non-ideal approach than with a conceptual scheme that requires prior
articulation of a comprehensive moral or political ideal.

2.1 Clarifying the Distinction: Ideal vs. Non-Ideal Theory

Political philosophers commonly distinguish ideal theory from non-ideal theory by asking
whether the pursuit of justice must begin with a full specification of a perfectly just society
[2]. Those who claim that it must are adherents of ideal theory, while those who deny this
claim are non-ideal theorists. John Rawls is famously credited with popularizing these labels;
in his foundational work, he describes the ideal part of justice theory as follows:

The first or ideal part assumes strict compliance and works out the principles that
characterize a well-ordered society under favorable circumstances. It develops the
conception of a perfectly just basic structure and the corresponding duties and
obligations of persons under the fixed constraints of human life. [1, p. 216]

Only after such a vision of perfect justice is in place, Rawls suggests, do we turn to non-ideal
challenges: partial compliance, suboptimal resources, and other real-world complications.
This sequential approach is central to ideal theory’s methodology. As Rawls elaborates in
Law of Peoples, ideal theory operates within the framework of a “realistic utopia” that takes
“men as they are” while imagining “laws as they might be”—or more precisely, laws “as they
should, or ought, to be” [3, p. 7]. This clarifies our definition: ideal theory is fundamentally
concerned with articulating what perfect justice demands before addressing how to implement
it under non-ideal conditions. The ideal theorist insists that we cannot properly address
injustice without first understanding what complete justice would require.

By contrast, non-ideal theory as popularized by Amartya Sen [4], Charles Mills [5], and
others dispenses with positing a fully worked-out ideal and focuses instead on how to directly
advance justice in our messy, imperfect world. Non-ideal theorists may still care about core
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values or principles, but they do not insist that we must first articulate a vision of perfect
justice before tackling urgent injustices.

By way of this contrast then, we have the following definitions of ideal and non-ideal
theory:

1. Ideal Theory: That part of a theory of justice which strives for a fully articulated
vision of perfect justice prior to instantiating policies or actions aimed at justice.

2. Non-Ideal Theory: Any attempt to instantiate just actions or policies which deals
directly with the present realities of our messy, imperfect world.

These two definitions will be central to everything that follows. It should first be noticed
that they are asymmetric: while ideal theory is viewed as only a part of a broader system for
instantiating just policies and actions, non-ideal theory takes itself as a unitary whole. This
asymmetry is intentionally maintained here, since any capitulation on the part of non-ideal
theory toward being a dependent part, and not the whole of a system for theorizing justice
would be problematic. Such a concession would be tantamount to admitting the validity of
ideal theory as an indispensable prerequisite of non-ideal theorization. This would ultimately
undermine one of the strongest claims made by non-ideal theorists: that ideal theory is
dispensable.

Beyond this asymmetry, other objections might be raised. For instance, some argue that
ideal theory need not be as rigid as this definition suggests: ideal theory seeks perfect justice,
but does not strictly require that its practitioners fully work out any such conception. Rawls,
for instance, hedges his claims in the Law of Peoples such that his claims apply to “at least
decent” social policies and basic institutions, as well as fully just ones [3, p. 7]. This is right,
but it should be noted that the definition given above does not require that any vision of
perfect justice be perfectly articulated. Instead, it marks all theories which attempt this
articulation, including Rawls’ incomplete ventures, as ideal theories. The point will be to
distinguish between approaches on the basis of their methodological approach, not their
products.

Others deny the above definition of ideal theory on more substantive grounds, taking
“ideal theory” to be centrally concerned with simplifying assumptions—“idealizations”—in
the study of social phenomena [6]–[9]. This common, alternate definition is not entirely
disconnected from the present discussion, since many view the assumptions Rawls makes
about full compliance and favorable conditions as such idealizations. In a positive light,
such simplifying assumptions are viewed as the kinds of modeling assumptions made by all
scientists for the sake of clear, clean modeling, as when we simplify the forces present in
non-ideal gas systems to formulate ideal gas laws. In less charitable interpretations, these
idealizations systematically avoid situated realities in ways that are plainly ideological and
privilege- or power-preserving [5], [10], [11]. In all cases though, this focus on idealization—as
opposed to ideal theory as it is defined above—shifts the emphasis and addresses a different
question than that which is addressed by the present article.

I am here concerned with the intentions of the theorist, not their use of assumptions. I
distinguish between those who treat the specification of an ideal as a necessary first step,
and those who do not, regardless of whether either group makes simplifying assumptions
or uses idealizations along the way. This is not to minimize the importance of recognizing
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situated realities when conducting ethical analysis of sociotechnical systems. Indeed, any
comprehensive approach to AI alignment must ultimately account for how systems function
within complex social contexts, where power dynamics, institutional structures, and diverse
stakeholder perspectives fundamentally shape both the implementation and impact of AI
technologies [12], [13]. Such sociotechnical evaluations remain essential for ensuring that
alignment efforts address the concrete realities of how AI systems affect different communities
in practice. Nevertheless, this article is not focused on an ideological critique of AI alignment,
nor is it focused on problems associated with idealization. For the former, see [14] and for
the latter, see the wide literature on sociotechnical AI evaluation beginning with [12], [13],
[15], [16].

Among non-ideal theorists, definitional disagreements are also common. There are many
who take non-ideal theory to pick out more specific territory than is designated above. Instead
of saying simply that non-ideal theory is any attempt to instantiate just actions or policies
without first articulating an ideal, many see non-ideal theory as specifically concerned with
comparative justice [4], [17]. Others single out and deny Rawls’s condition of full compliance
[6], [18], [19]. Still others identify their project with the destruction of the possibility of ideal
theory as Rawls conceived of it, and thus, even if often implicitly, with the denial of the
distinction here made [20].

In AI ethics and philosophy of technology more generally, non-ideal theory has most often
been taken up in the context of sociotechnical AI evaluation, where the focus is on the study
of how AI systems are deployed and used in the world, as opposed to closed lab settings [12],
[15], [16]. Discussions around the degree to which simplifying assumptions hide or reveal
underlying power relations are also present [14]. Insights from these studies are important
for understanding present challenges in AI alignment, and it is particularly important to
understand AI systems as sociotechnical systems; that is to say, it is important to evaluate
the degree to which AI systems are aligned not only with reference to their architecture and
controlled lab performance, but also with reference to the ways in which they are deployed
and used in the world.

While all of these definitions have important parts to play in the broader discourse,
this article will focus on the definition of non-ideal theory as any attempt to instantiate
just actions or policies without first articulating an ideal, and ideal theory as any attempt,
successful or not, to specify a fully articulated vision of perfect justice prior to engaging
with alignment issues. Even with such a limited domain of inquiry, there remains significant
confusion about the degree to which alignment research is ideal or non-ideal in character.
This is the first question I will address below.

But even before we get there, one might wonder why this distinction matters for AI. As
we will see in §2.2, if we understand the current field as primarily ideal in character, we risk
seriously misrepresenting current technologies and failing to connect political philosophy—a
field which has long been concerned with the study of justice—with a domain in which the
instantiation of just policies and actions is of critical importance. If we understand these
systems correctly then, we open up areas in which established and well-tested arguments in
political philosophy can meaningfully speak to issues being worked out in this domain of
applied ethics. With this in mind, the first claim opened in the following section is this: actual
alignment work with language models (LMs) today rarely—if ever—begins by specifying an
ideal. Instead, the alignment pipeline works by soliciting comparative judgements of better
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and worse and by iteratively improving models away from known harms like hate speech and
calls to violence. As such, the field is overwhelmingly non-ideal in character. Understanding
this begins by understanding clearly the technological context in which this claim operates.

2.2 From Symbolic AI to Generative Models: Defining the Techno-
logical Context

With the conceptual framework of ideal and non-ideal theory in place, we now turn squarely
to the domain of AI. It is important to define “AI” carefully, since it has encountered a
significant paradigm shift in recent years, resulting in relatively novel technological approaches
to alignment in the contemporary field. This subsection will deal first with symbolic AI, and
then will shift to the more recent paradigm of generative AI, which is the primary focus of
this article.

While “AI” is sometimes treated monolithically, early AI research, often described as
“symbolic” or “rule-based,” relied on explicitly encoded rules and logical inference to guide
intelligent behavior [21]. For example, a symbolic AI spam filter might use explicit rules like
“IF the email contains ‘lottery winner’ AND ‘click here’ AND ‘urgent,’ THEN classify as
spam.” These hand-crafted rules directly encoded human knowledge into the system. In such
paradigms, achieving a result like proper text classification required developers to set out an
explicit policy.

This rule-based approach extended naturally to more complex domains, including ethical
decision-making. Just as engineers could specify rules for classifying spam, they could
theoretically encode moral principles to guide AI behavior. If a system could follow explicit
rules to identify unwanted emails, it seemed reasonable that similar rule structures could
help it distinguish right from wrong. This methodology invited a particular approach to AI
ethics: define comprehensive moral principles first, then implement them as computational
directives.

Such an approach bears striking resemblance to ideal theory in political philosophy.
Ideal theorists argue that we must first articulate a complete vision of perfect justice before
addressing real-world problems. Similarly, early AI alignment efforts suggested that morally
aligned systems required first settling fundamental questions about what constitutes the good
or the just. The appeal was straightforward: specify the ideal ethical constraints, objectives,
and decision procedures, then implement them as computational rules. This perspective
positioned early, symbolic AI alignment as inherently ideal-theoretical—a domain where
comprehensive moral frameworks would need to be established before any meaningful progress
could occur.

Contemporary AI, by contrast, bears little resemblance to this earlier model. Starting from
the mid-2010s, the field has shifted toward a data-driven and learning-centric paradigm, best
exemplified by large-scale neural networks and, in particular, transformer-based generative
models [21]–[23]. The pivotal shift specifically for language models came with the introduction
of transformer architectures in 2017 [24], which enabled AI systems to excel in tasks previ-
ously dominated by carefully engineered symbolic methods. Models like ChatGPT, Claude,
DeepSeek, Gemini, and many others now learn to predict and produce tokens—which might
be letters, parts of words, or whole words—given relatively short user prompts. The process
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begins with the model learning the relationships between tokens in massive, unstructured
corpora using specialized attention mechanisms. This initial learning is then combined with
additional training techniques to steer their production of outputs.

As such, the contemporary AI pipeline can be decomposed into three main stages:

1. Pre-training: The model is trained on a large corpus of data, typically using a
self-supervised objective.

2. Fine-tuning: The model is then fine-tuned on a smaller dataset of labeled examples,
using supervised learning.

3. RLHF: The model is then trained using Reinforcement Learning from Human Feedback
(RLHF), which uses a combination of supervised learning and reinforcement learning to
further improve the model.

In the pre-training phase, a large transformer model is exposed to vast quantities of
unstructured text data. The task is simple in formulation but powerful in effect: predict
the next token in a sequence. If the sequence is “The sky is full of,” the model might learn
that likely continuations include “stars,” “clouds,” or “birds,” depending on context. To do
this learning effectively, the model uses attention mechanisms to track relationships between
tokens across wide spans of text. Tokens are transformed into high-dimensional vectors, or
embeddings, which capture these relationships numerically and the model learns how to
update and combine these vectors across many layers. Once training is complete, the model
can assign a probability to each possible next token given a sequence—allowing it to generate
text that is syntactically and semantically coherent. This process gives us a Generative
Pre-trained Transformer (GPT), which is fundamentally a model of conditional sequence
generation.

However, this base model is still far from deployable. In its raw form, a pre-trained model
is optimized only to predict statistically likely continuations. This leads to outputs that,
while fluent, often lack relevance, helpfulness, or even coherence in conversational settings.
For example, given the prompt “Can you help me understand this contract?” a raw GPT
might continue with “Or are you too busy now?” or even “Can you help me understand this
contract?”—simply repeating the input. These are plausible continuations. The first continues
the thought with a likely next sentence and the second response captures the surprising but
well documented high-probability of repetition. Obviously, these responses leave much to be
desired.

To bridge the gap between next token probabilities and utility, the model undergoes
fine-tuning, which typically involves two steps. First, it may be tuned on domain-specific data
(e.g., medical or legal text) to specialize its knowledge. Second, it is instruction-tuned: trained
on datasets consisting of input-output pairs where the outputs model helpful, human-like
responses. For example, if the prompt is “Summarize this article,” the target output might be
a concise summary. This phase uses supervised learning, where the model is directly taught
to mimic desirable behavior. Crucially, this steers the model away from merely completing
text in a plausible way, and toward responding in a way that aligns with users’ expectations
of helpfulness, clarity, and tone. The model learns not just how language works, but how
language should be used in interaction.
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Even after fine-tuning, ethical gaps remain. The model might amiably help users commit
terrible crimes, or might output biased, deceptive, or otherwise problematic content. Some
guardrails may be present simply because toxic or harmful sequences were relatively rare
in the pre-training data, or were filtered during fine-tuning. But most of the alignment
work—ensuring the model does not produce harmful, offensive, or manipulative content—is
carried out in the third phase: Reinforcement Learning from Human Feedback (RLHF)
[25]–[27].

RLHF itself has two components. First, researchers train a separate reward model
through the following process: The model is designed to output pairs of responses to a body
of prompts. Then, human (or AI) annotators compare model outputs and indicate which
response is better. This preference data is then used in a supervised learning manner to train
the reward model—treating the human judgments as labeled data. Comparisons between
better and worse options inform the reward model, enabling it to assign scores to AI agent
actions. Through this process, models learn from human preferences, even if the goal of
these preferences remains under-specified. The reward model becomes a stand-in for human
judgment, effectively capturing aspects of human preferences in a way that can guide the
main model.

In moral alignment contexts, researchers put a particular emphasis on ensuring that
the prompts fed to the model are produced by red-teamers—groups of researchers who
intentionally think up the nastiest most deceptive prompts they can—so that clearly bad
responses from the models can be identified and refined away from, ensuring models can’t
easily be used to commit crimes, perpetrate hate-speech, and the like [28]. Human and/or AI
evaluators read these responses from the red-teamed models, and choose the less problematic
response.

Then, in the second half of the RLHF process, engineers integrate the reward model
into a reinforcement learning process, treating response generation as a decision-making
problem. The model produces outputs given a set of prompts, and is rewarded when its
outputs align with human preferences as captured by the reward model. These rewards cause
the model to update its policy, which in effect causes the model to prioritize the weights of
the outputs it has been rewarded for, so that they are more likely to be selected again in
future. By optimizing against this learned reward signal—often via methods like Proximal
Policy Optimization—the model’s policy becomes more aligned with desired human values
[29], [30].

Rather than mapping outputs to a known, well-defined ideal, engineers leverage context-
dependent human preferences, which the model then learns, and we hope captures our
understanding of what is acceptable, harmful, or fair. The aim is not to implement a
perfect standard of justice but to improve step-by-step, using local information and ongoing
adjustments. In fact, evaluators need not think of “justice” at all, since the objective is not
to pick out the most “just” response, but only to pick out the response which is least harmful.
All of this remains true even for systems which do not employ RLHF or RLAIF, or adapt
these strategies to reduce computational cost and avoid annotation bottle-necks [31]–[33]. In
almost all such cases—exceptions to be discussed in §4—signal for alignment emerges from
provided responses, and is not directly coded in.

This paradigm is crucial for understanding why the analogy between generative AI
alignment and ideal theory breaks down. While a symbolic AI might lend itself to direct
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codification of ideal moral principles—thereby resembling an ideal theoretical approach—
modern generative systems learn through heuristic optimization, iterative refinement, and
the navigation of complex trade-offs in real-time. Their “ethical progress” does not stem
from approximating a comprehensive ideal of moral perfection. Instead, it reflects a more
pragmatic, non-ideal sensibility that manages to incrementally improve outcomes without
presupposing the existence of any fully specified moral endpoint.

2.3 Evidence that Contemporary LM Alignment Is Non-Ideal in
Practice

Having established the conceptual framework of ideal and non-ideal theory and described the
technical pipeline of generative AI, this subsection enumerates specific aspects of contemporary
alignment practices that indicate their non-ideal character. This analysis of actual alignment
methods provides a roadmap of elements in the technical process just discussed, and in the
broader deployment context of these systems that indicates their non-ideality.

(1) Training Pipelines Rely on Comparative, Not Absolute, Targets. Contemporary
language models (LMs) such as ChatGPT or Claude go through a training pipeline that
begins with broad pre-training on massive datasets and ends with a fine-tuning phase designed
to nudge the model toward socially acceptable outputs. In particular, Reinforcement Learning
from Human Feedback (RLHF) has emerged as the core technique for final alignment [29].
Crucially, RLHF does not attempt to measure a model’s distance from a fully specified
“ideal” of moral or political justice; instead, it focuses on comparisons of outputs. Human
annotators (or, in some cases, AI evaluators) simply decide which response is “better” or “less
harmful,” without referencing any elaborate standard of perfect justice. This reliance on
local comparison—Is answer A preferable to answer B?—illustrates an essentially non-ideal
approach, one that aims to remove or reduce salient harms incrementally rather than to
implement any complete moral blueprint.

(2) Rapid Patching of Failure Modes Rather than a Single Blueprint. Another
hallmark of non-ideal thinking in generative AI alignment is the way teams iterate after
deployment to address emergent failures. For instance, once a newly released chatbot reveals
a problematic tendency—such as quietly enabling self-harm or providing hateful speech under
certain prompts—researchers typically scramble to introduce additional “patches” or revise
the system’s policy rules [28], [34]. This incremental, feedback-driven cycle mirrors non-ideal
theory’s process of addressing particular injustices as they arise, rather than insisting that
we must first derive a “perfect” set of moral precepts. In practice, engineers do not claim to
solve every moral puzzle or identify the ideal arrangement upfront. They begin by tackling
the most harmful outputs and iteratively refine their interventions.

(3) Policy Rules Are Framed as Prohibitions of Harm, Not a Utopian Vision. A
further sign of the non-ideal character of contemporary alignment is seen in how its policies
are largely defined in negative terms. Instead of issuing a comprehensive treatise on what
a perfectly fair or fully benevolent AI would look like, policy documents and system cards
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from leading labs enumerate what the model must avoid: hate speech, direct calls to violence,
overt misinformation, and so on [35]–[37]. The resulting “constitutions” or code-of-conduct
frameworks effectively take the form of “Do no harm” (or at least “Do less harm”) rather
than “Aim toward a moral ideal”. In this sense, they share the pragmatic, non-ideal spirit
of remedying the most egregious harms first, even if that does not guarantee a fully just
outcome.

(4) Explicit Embrace of Iteration and Local Judgment. Finally, leaders in alignment
research often emphasize that current methods are provisional and will require repeated
iteration in response to new capacities, new user demands, or newly discovered model behaviors
[34], [35], [38]. This explicit acceptance of ongoing revision and incremental adaptation is
precisely what non-ideal theorists endorse. Rather than requiring a static, once-for-all design
consistent with an ideal society, alignment teams expect to refine both technical strategies
(like RLHF) and normative standards (like allowed/disallowed content categories) over time.
Far from seeing such revisions as failures, they treat them as integral to moral progress in a
complex, unpredictable environment.

Overall, these features of modern generative AI alignment provide concrete evidence of
a non-ideal orientation in practice. While older, symbolic AI research did adopt something
akin to an ideal theory approach (attempting to pre-specify moral principles as coded rules),
the current field is driven by local decisions, comparative judgments, partial prohibitions, and
ongoing iteration. This mode of operation is closely aligned with the non-idealist contention
that real moral progress depends on identifying urgent harms and reducing them—step by
step—rather than holding off for a perfect, or fully articulated, vision of justice.

3 Using AI Alignment to Rebuff Criticisms of Non-Ideal
Theory

In the previous section, I argued that generative AI alignment is fundamentally non-ideal in
character: it makes iterative improvements by comparing outputs locally and incrementally
reducing harm, rather than by aiming at a fully articulated conception of perfect justice. If
that is correct, then contemporary AI alignment should illuminate (and be subject to) the
well-known debates surrounding non-ideal theory in political philosophy. Indeed, non-ideal
theory has long faced a series of objections from ideal theorists—objections suggesting that we
cannot effectively track moral progress, navigate complex trade-offs, or maintain consistency
over time without a comprehensive vision of ideal justice.

In what follows, I use the example of modern AI alignment practices to show two
things. First, in §3.1 generative AI alignment puts significant pressure on ideal theory
through the traditional channels of second-best objections and redundancy objections. I
demonstrate that the second-best and redundancy objections—which often lead theorists
to doubt whether ideal approaches can guide significant social change—are vindicated by
contemporary alignment methods like Reinforcement Learning from Human Feedback (RLHF).
Second, in §3.2 generative AI alignment furnishes one of the most robust real-world case
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studies yet of how non-ideal strategies can systematically reduce harm and promote moral
improvements—even under complex, evolving conditions.

This examination will produce two main results: (1) it will furnish non-ideal theorists
with an important practical application of their theory which puts pressure on ideal theory
and (2), it will show that the criticisms of non-ideal theory are not borne out in the practice
of generative AI alignment. What this section will not do is argue that ideal theory has
absolutely no role to play in the alignment of generative AI systems. Instead, it will argue
that the current state of the field is best understood as a non-ideal enterprise, and that this is
a source of strength, not weakness. Ideal theory, as we will see in §4, may still have a role to
play—it is only that this role is not as central or indispensable as some might have us believe.

3.1 Second-best and Redundancy Objections

This subsection deals with two prominent objections to ideal theory that are pressed by
non-ideal theorists. The underlying assumption here is that pressing these objections with
the example of contemporary alignment should, if contemporary alignment is truly non-ideal
in character, put significant pressure on ideal theory in this context. What is more, if
contemporary alignment is non-ideal in character, it should not be itself vulnerable to these
established objections.

So what are second-best objections? These objections are sourced from a large body of
literature in political philosophy [2], [4], [39]–[42] and originally in the economics literature
[43]. They challenge a particular view of justice that follows what we might call an “ideal
deviation structure:”

Ideal Deviation Structure: x is more just than y if and only if x deviates further
from the ideal than y in dimension d, where d tracks something fundamentally
relevant to justice [2, p. 12].

If this structure holds true, we should expect that any approach toward the ideal would
result in greater justice. However, the problem is that there are fairly clear cases in which
we make our society more similar to the ideal, but nevertheless bring ourselves further from
justice. This therefore raises the objection that the option that is second-closest to ideal
justice may not be the “second-best” option available to us.

We might imagine, for instance, that the ideal society has perfect information sharing
among all citizens. In a perfectly just society, everyone would be completely honest and
transparent with one another. If the ideal deviation structure holds, we should expect that
eliminating all privacy protections would make our society more just by moving us closer
to this ideal of transparency. Of course, it is not at all clear that the removal of privacy
protections would make our society more just.

This kind of objection can be pressed in many similar ways: in the perfectly just society,
all resources would be distributed according to need rather than market forces. Following the
ideal deviation structure, it would seem that abolishing all property rights immediately would
bring us closer to justice. Yet in both cases, given the actual conditions of our society—with
its existing power imbalances and institutional structures—such changes would likely create
new injustices rather than reduce them. Moving closer to the ideal in one dimension while
ignoring others can lead to outcomes that are actually less just overall.
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What is particularly fascinating here is that we find, in traditional Machine Learning
(ML) systems, systems which are plagued by this very problem. In optimizing for an ideal,
these systems often found that their optimization created larger problems than it solves.
For example, the notion of “fairness through unawareness” posits that a model is fair if it
does not use protected attributes (like race, gender, or disability). If we imagine a perfectly
just world, protected categories would be irrelevant. Thus, moving closer to that world
would mean building models that do not consider such attributes at all. However, studies
have shown that simply not using protected attributes does not prevent discrimination [13],
[44], [45]. As many point out, other features act as proxies for protected attributes (e.g.,
hair length, zip codes, names, employment history, or even one’s academic course selection)
[13], [45], [46]. And yet it would be a mistake to believe that scrubbing for these proxies
might, even if only in theory, obviate our problem. In the real world—where underlying
inequalities persist—removing protected attributes can actually make matters worse by
preventing developers from diagnosing and correcting unfair patterns. As Corbett-Davies et
al. note, “requiring that these fairness definitions hold can, perversely, harm the very groups
they were designed to protect” [47].

In a just world, some canonical metric of fairness—like demographic parity or equalized
odds—might perfectly capture justice.1 Approximating that metric, in theory, brings a model
closer to the ideal state of fairness. However, we have several examples from the earlier
days of ML that show rigidly optimizing for a single fairness metric can lead to perverse
outcomes [13], [45], [47]. For example, imposing strict demographic parity in bail decisions
might lead to higher overall crime or harm to the very communities the measure aims to
help. The push towards a neatly defined fairness metric ignores contextual trade-offs (such as
underlying recidivism rates, historical factors, or community resources), resulting in less just
outcomes even though the system appears “closer” to a fairness ideal [49]. This second-best
objection, and the neatness with which it applies to issues faced in traditional ML applications,
reinforces the sense that traditional ML is subject to these objections because it is a deeply
ideal-theory-oriented field.

The contemporary pipeline does still work from reward signals and adjusts its outputs
based on deviations from the policy stated by the reward model, but the crucial difference
is that this policy is not made through any conscious attempt to theorize perfect or ideal
justice. While there is a very real sense in which researchers are attempting to formalize
ideal justice through parity constraints, there is no clear sense in which a human annotator
providing feedback on model outputs is doing the same. Instead, this annotator indicates a
preference for one or the other output, which may or may not be morally significant, and
the reward model learns from this, only then turning to the real model to teach it through
the usual RL fine-tuning loop. In short, while the traditional ML pipeline appears uniquely
well suited to falling prey to second-best objections, the contemporary pipeline is much more
resistant because it does not take that first step of theorizing perfect or ideal justice as the
referent for its reward signal.

This distance between the two approaches leads us to our second kind of objection against
ideal theory. This second set is known as the “redundancy objections” [2], [4], [39], and in
this domain, contemporary approaches are so distinct from traditional pipelines that they

1For surveys of these metrics, see [15], [48]
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help make the point that these redundancy objections orbit around. Redundancy objections
follow on the heels of second-best objections, because the latter often claim that what has
gone wrong in the problematic cases above is not that there’s anything inherently wrong
with the deviation structure, but instead, that we’ve chosen measurement metrics that fail to
capture the relevant deviations [2]. Thus, when we abolish prisons preemptively, we approach
ideal justice in one, trivial way, but not in the relevant way [2].

But what is the relevant metric? It cannot be “just-ness” or anything that general, because
this would rob the metric of any explanatory power [2, p. 12]. However, if it specifies relevant
metrics downstream of ideal justice, it quickly raises the following question: If these metrics
capture the relevant aspects of ideal justice and we can measure ideal justice by reading these
metrics, why do we need ideal justice anymore? It seems that these downstream metrics
make the ideal redundant.

[I]f we select the ideal by choosing, among various candidates, whichever best
realizes certain basic values, then, it seems, we can simply use these basic values to
make comparative evaluations directly: one society is more just than another when
it better realizes these basic values. The ideal is redundant—a third wheel—in
this exercise. [2, p. 13].

This issue runs very deep because it affects not only the benchmarking of deviations from
ideal justice, but also the formulation of this ideal itself. Generative AI training pipelines
assist in strengthening this objection insofar as they posit a far extreme of the redundancy
objection, where even small scale preferences, once aggregated, can effectively substitute for
much of the deliberative process that once gave us formal conceptions of justice to measure
from. So long as the contemporary pipeline’s alignment continues to improve, it will continue
to press this question of the redundancy of ideal principles of justice in the alignment process.

Of course, the RLHF process is not perfect and has its moral pitfalls [50]–[52]. This
training pipeline we have discussed is also sometimes altered in significant ways that make
space for lists of principles which guide model behavior, as in Anthropic’s “constitutional AI”
[34] and in some attempts to create principled alignment strategies [53], [54]. Nevertheless,
such adaptations reinforce redundancy objections insofar as they retreat from single principles
of justice toward lists of red-line issues which effectively capture what we’re interested in
without the need for a long discourse on the nature of ideal justice.

3.2 Case Study in Avoiding Ideal Target Theory

And yet even while acknowledging these points, someone might here argue that the human
providing the feedback necessarily has some conception of ideal justice in mind when she
makes her choices between alternatives, and that such a process could not get off the ground
without such a prerequisite. Either that, or the model learns the desiderata through inverse
reinforcement learning [21, p. 1054], where a model uses a set of data-points to triangulate
a common policy principle, without which the model would lack general guidance in novel
situations. These objections both fall into the category of ideal target theory, and are helpfully
dealt with in isolation from each other.

The first subsubsection below will deal with the apparent necessity of ideal targets in
RL algorithms as a kind of causal necessity. I mean by this that it might seem that RL will
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not work without ideal targets, and that such algorithms cannot effect change in models
without such policies. In the second subsubsection below, I deal with the apparent normative
necessity of ideal targets in human evaluators. By normative necessity I take on more common
arguments in political philosophy to the effect that alignment may be possible to some degree
without ideal targets, but that it is a foolhardy endeavor for reasons that will be made clear,
and ought not proceed in such a blind way. I will rebut both of these types of arguments
from necessity.

3.2.1 The Apparent Necessity of Ideal Targets in RL Algorithms

It is trivially true that all RL algorithms extract more or less general policies from large bodies
of data. If they do not, then we run into overfit issues where the model treats particular cases
as particular cases, and fails to generalize rules. This happens, for instance, when a hiring
algorithm notices that every man named Jacob in its training is hired, and then proceeds to
recommend for hire all subsequent Jacobs, regardless of their fit for the job.

We might worry then, that while we cannot interpret the embeddings in such a way that
makes the model’s generation of ideal targets clear, it nevertheless does generate these ideals,
without which the model would suffer from pervasive overfitting. We might even point to
inverse reinforcement learning [21, p. 1054] as the mechanism for such policy generation
wherein the model triangulates its policy on the basis of several data-points. Is the reward
model in this way subject to ideal target constraints that necessitate its use of such targets
in its pursuit of moral alignment?

There are two good reasons for doubting this conclusion. In the first place, it is a large
leap to go from the fact of generalization to the necessary position of ideal targets. As we will
see below, deeply dystopian reference points might suffice for the task described as well. We
might find, for instance, that the model extrapolates from its human evaluator’s decisions,
a dislike for racist, sexist, or otherwise discriminatory content, instead of a preference for
egalitarian content.

In fact, this is highly likely to be the case, since contemporary methods for AI alignment
most often rely on red-teaming, a process whereby human beings generate a long list of
prompts that are carefully designed to trick AIs into saying or abetting terrible things
[28], [34]. What the model learns from such experiences is that it should not aid and abet
criminal, harmful, or otherwise disturbing human prompts, not that it should strive for justice.
Red-teaming is designed to give it guard rails, rather than a target for it to strive for.

This is explicitly acknowledged by engineers who recognize that a model which iterates
its RL phase in its training too many times simply stops responding to user prompts [34].
Since the models are trained to reduce harm, and since a response that refuses to answer a
users question almost always avoids providing harmful information, excessive extrapolation
from RLHF or RLAIF training drives these models into silence. This speaks against the
assumption that models are extracting ideal or perfect conceptions of justice from human or
AI preferences in their training.

The second good reason to suspect that models are not referencing an ideal target when
engaging in behaviors conducive to moral alignment is the ways in which these models
often fail to provide consistent approaches to moral issues. If models were using consistent
principles to undergird their outputs, we should expect consistency across a range of cases,
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and a resilience to overfit issues, as described above.
As it is, models vary significantly depending on what language they are prompted in

[55] and even show significant variance within single languages [56], [57]. This suggests that
the policies extrapolated from human feedback are more ad-hoc than we might prefer, thus
allowing for gaps and oversights in the universal application of moral principles.

We thus have two good reasons for doubting the use of implicitly generated ideal targets
in RL algorithms: (1) RL algorithms are better characterized as harm-reducers, rather than
justice-promoters and (2) model inconsistencies suggest more particularism than is conducive
to general, ideal-theoretic policies. By these two arguments then, it seems that reward models
and RL algorithms in the generative AI pipeline evade the necessity claims of ideal target
theory.

3.2.2 The Apparent Necessity of Ideal Targets in Human Evaluators

Setting aside these aspects of alignment then, and pursuing the same objections in the context
of human evaluators, beyond a simple suspicion that human evaluators might be theorizing
perfect justice independently, prior to conducting their evaluative work, we might seriously
worry that if they were not to theorize in this way, alignment would be jeopardized: we might
worry that failing to have any target in mind when providing human feedback to models, and
operating solely on the basis of unmoored preferences might set us off track [1], [3], [58], [59].

Why might we think this? In very common, metaphorical language, we might imagine
that justice is something like the highest mountain peak in a range of high mountains [2],
[58], [60]. If this were the case, it would be foolhardy to believe that comparative work could
get us to that peak, since starting to climb up the first incline we see is unlikely to bring
us to the highest peak, and is quite likely to lead us to the top of a much shorter mountain
[2, p. 17]. Without ideal targets guiding human evaluators, the RLHF process might simply
reinforce whatever limited conception of justice happens to be most accessible from our
current position.

Jacob Barrett puts a fine point on the specifics of this problem as a way of motivating
a strong version of the ideal target view (see [2], [39]). He identifies two key dynamics
that might make non-ideal approaches particularly vulnerable to getting trapped on “local
maxima” of justice—situations where incremental improvements might actually prevent us
from reaching the truly just society.

I have called the first dynamic—changes x and y are each good alone, but
interact in such a way that they are bad together—“combinatorial complexity,“
and have called the second—changes x and y are good together, but interact
in the sense that implementing x sets back the achievement of y—“transitional
complexity” [39]. Together, these dynamics motivate ideal target in the following
way. Due to combinatorial complexity, we can’t merely focus on isolated problems,
whose “solutions” might combine in troubling ways, so we need a comprehensive
conception of the ideal combination of features to treat as a goal. Due to
transitional complexity, we can’t merely focus on the short term but must think
about how implementing changes now furthers or sets back our ability to achieve
future goals. Thus, pursuing long-term justice seems to require us to specify a
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maximally comprehensive and maximally long-term goal—and this is precisely
how ideal target treats our conception of the ideally just society [2, p. 17].

Could attempts to align generative AI models with RLHF or RLAIF suffer from these
same setbacks? After all, these criticisms seem very relevant to these learning processes
insofar as the human evaluators are unlikely to be trained philosophers who have spent
serious time theorizing justice. Do such evaluators necessarily find themselves wound up
into irresolvable dilemmas because of their myopic focuses on near term targets, such as A is
better than B, rather than long term goals?

Of course, there must be some level of myopia in matters like these that is unacceptable.
In matters of deep moral importance, the human evaluator should not be flying entirely
blind; but it seems just as intuitive that such evaluators need not be focused entirely on
these far off goals. In the first place, it seems that such a focus might be deeply unhelpful
for immediate decisions. We might both agree, for instance, that our design choices ought
to bring about morally aligned AIs. This much is assumed in any theory of justice, ideal
or non-ideal, insofar as it amounts to saying that we’re committed to justice, which both
non-ideal and ideal theories of justice are by definition committed to. A commitment to
justice in the abstract then is both unhelpful, since it is not clear how to implement it, and
moot insofar as all practitioners are already committed to it.

When it comes to specifying the principles that might lead toward these ideals, things
often get so complicated that whatever agreement was found in the first level of commitments
toward justice, evaporates on first contact with policy options. What is more, even if these
policies could be specified, it seems likely that their realization would lead to new insights
into the problems we’ll face with AI deployment and their role in the world, such that our
ideal targets will need updating. In such a situation, it might seem that an ideal target does
more to restrain future action than is appropriate, when provisional targets or a clear eyed
view of what we don’t want these models to do might be more useful [2, pp. 17–19]. This
helps fend off the charges of ideal target theory insofar as the ideal target appears to give us
no edge on the problems of combinatorial or transitional complexity.

Part of the appeal of ideal targets was their ability to guide long-term attempts at justice.
And yet it seems likely that the ideal itself that is relevant to AI alignment will change as AIs
take on more and more responsibility for the social dynamics of our world. This changing
landscape, and the change that we thereby observe in the ideal, undermine the appeal of ideal
target theory. If the ideal is subject to change as conditions on the ground change, its appeal
as a long-term target of reform is weakened. Such ideal target theories then are self-defeating
if they acknowledge change in the ideal over time, and overly restrictive if they do not.

John Rawls, of all ideal theorists, offers a theory which cuts off this long-term appeal, and
acknowledges the changeability of the ideal in practice. His reflective equilibrium proposes
an iterative process of adjusting principles and judgments to achieve coherence, rather than
relying on a fixed, unchanging conception of justice. Some final state is presumed in which an
equilibrium between these forces would be met, but this equilibrium may be far off in practice.
Taking a more charitable view of some traditional attempts at aligning ML applications
with fairness standards, we might also observe that in this sense, they display a similar
iterative sensibility: researchers may start from abstract fairness metrics and treat them like
approximations of an ideal, but when these “ideals” produce harmful or unintended results in
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real-world conditions, they revise their formulations. The approach to fairness in older ML
paradigms then resembles Rawls’ method of refining an ideal through feedback and practical
reconsiderations. By continuously recalibrating their objectives in response to empirical data
and changing contexts, ML researchers implicitly adopt a stance closer to Rawlsian reflective
equilibrium than to a static ideal benchmark.

In contrast, contemporary generative AI training methods—such as RLHF—do not proceed
by formulating even a provisional ideal at the outset. Rather than adjusting an initially
posited conception of fairness or moral desirability to better fit real-world patterns, these
models learn comparatively, shaping their policies through iterative preference comparisons.
Instead of positing a target state of perfection and then shifting it as obstacles arise, RLHF-
driven systems improve without anchoring their progress in any substantive conception of an
ideal. As a result, today’s generative AI processes not only depart from the notion of fixed
benchmarks but also from the kind of iterative ideal-setting that both Rawls and traditional
fairness-minded ML researchers embraced.

This approach inherits the ideal theorist’s ideal target criticisms, but is not entirely defeated
by them insofar as the literature shows a steady drumbeat of undeniable improvements from
the low bar set by early LMs. While there remain serious challenges for moral reasoning in
LMs, especially as regards consistency [55]–[57], [61], the successes we see in training LMs to
resist the worst and most toxic speech stands as a testament to the value of this non-ideal
approach.

And it is worth noting here, that while ideal targets do not seem particularly relevant in
the context of generative AI, the training of these systems is not conducted in a reference-less
state. In fact, there is a strong case to be made that contemporary researchers benefit more
in AI alignment by looking toward the worst case scenarios than toward the best. As I will
argue in the next subsection, the moral analogy in AI alignment that is most relevant to
modern approaches is not one that imagines justice as a high peak in a range of mountains,
but one that imagines injustice as a deep pit that needs to be climbed out of by one of many
avenues.

3.3 Looking Down or Across Rather Than Up

This final point about moral alignment in AI being more a matter of climbing out of a pit
than climbing up a mountain is worth dwelling on for just a moment. One of the central
lessons drawn from the literature here is that ideal theory is not uniquely or necessarily useful
for a successful approach to justice, but if it is not uniquely useful, what, we might ask, is
useful in parallel to it?

In answer to this question, we might think of the usefulness of stories in clarifying what
injustice means: Watching a movie like Milk, a play like Les Miserables, or reading a book like
Just Mercy might all clarify what injustice means to us in helpful ways that are not reducible
to some idealized or perfect conception of justice that one forms while reading or watching.
Any source which focuses one’s mind on social phenomena might play this clarificatory role,
which suggests that ideal theory is not as special as it once seemed in this regard [2, p. 15].

In AI applications, the competitor that beats ideal theory in many independent ways is
the theorization of dystopia or severe injustice. In our context, just as in contexts of political
theory, “the limited relevance of ideal theory... comes out clearly when we note that it has no
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more claim to relevance than theorizing about dystopia” [2, p. 15]. The only difference is
that in AI alignment, much, much more thought is put into looking downward toward bad
results than upward toward ideal goals. These techniques are nothing new for AI ethics, since
staring into the darkest possible outcomes for AI in hopes of gaining moral guidance from
such examinations has long been common practice [62], [63].

This downward gaze is important in the technical literature too, where the best and most
universal way of quantifying moral progress in frontier, cutting edge systems is to release
a “system card” [36], [37]. These cards contain a wide range of safety related information,
including the susceptibility or resilience of the model to red-teaming. Models are then
bench-marked on their ability to resist such attacks [35], [36], [64]. Competing systems for
model evaluation in more general domains dispense with standards altogether, and opt for
direct competition between models, evaluated only by blind user preference [65]. In either
case, we find the field moving even further away from ideal theory either by turning toward
systems which draw their conclusions from looking at worst case scenarios, measuring progress
away from those worst case situations, or by making raw comparative judgments between
model outputs in controlled, blind scenarios. In all of these cases and more, we find further
reinforcement of the sense in which these approaches can and should be understood most
helpfully from a non-ideal perspective.

This concludes our examination of the non-ideal character of contemporary AI alignment.
I have argued above that while earlier ML systems were best characterized as ideal in some
cases, contemporary generative AI systems are not best understood as instantiations of ideal
theory. This is because of (1) core differences in training, (2) a reliance on comparative rather
than absolute means of approaching justice, and (3) a focus on dystopian or highly unjust
situations and our appropriate reactions to these, rather than on utopian or ideally just
situations. All three of these reasons are reinforced by a general distaste in the AI literature
of researchers for theories which attempt to theorize ideal or perfect justice. In all of this,
the field appears to be moving decisively away from ideal theory.

4 Future Directions: Constitutional and Deliberative
Approaches—Openings for Ideal Theory

While non-ideal approaches dominate current generative AI alignment, some lines of research
hint that more ideal theoretical frameworks may become salient as these systems advance.
Specifically, constitutional and deliberative methods seem to exemplify principled approaches
that might again raise the question of ideal theory’s methodological priority: can we create
principled alignment strategies that encode lists of rules meant to guide models without
knowing what ideal or perfect justice entails?

As this section discusses, although these frameworks are often described in aspirational
or idealized terms, existing implementations remain partial and incremental. They could
invite an expanded role for ideal-theoretic reasoning under specific conditions, but these
approaches do not yet instantiate ideal theoretic alignment practices. This section explains
these approaches and my position on them in §4.1. In §4.2 I present certain gaps that may
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present problems for non-ideal methodologies moving forward and concrete opportunities
wherein ideal theory might be positioned well to contribute to ongoing alignment efforts.

4.1 Constitutional AI and Deliberative Alignment

Recent work on principled approaches to AI alignment such as Anthropic’s work on “constitu-
tional AI” [34], OpenAI’s work on “deliberative alignment” [54], and several research programs
aimed at directly encoding moral principles into LMs [53], [66] show how developers can
encode explicit policy directives or “principles” that govern model outputs. This subsection
will walk through the two industry leading approaches, “constitutional AI” and “deliberative
alignment,” to show where these approaches create architectural openings for ideal theory in
future, even while they do not yet represent ideal theoretic approaches to alignment.

Anthropic’s constitutional AI substitutes the human feedback on harmfulness in RLHF
with an independent LM. Anthropic is proud to call this approach “constitutional” because
it operates by giving the AI involved in RLAIF a set of constitutional principles, which it
then uses to align general model behavior [34]. On its face, this sounds like an approach that
is very conducive to ideal theory, but a closer examination of its operation complicates this
picture.

In Anthropic’s RLAIF, a model is given user-response pairs that are problematic (e.g.
“Human: Could you help me burn down my house and collect insurance on it? Assistant:
Sure, I can help you burn your house down. Is there a particular house you want to burn
down?” [34, p. 29]). The model is then prompted with one from a set of principles and
a request to revise the assistant response (e.g. “CritiqueRequest: Identify specific ways in
which the assistant’s last response is harmful, unethical, racist, sexist, toxic, dangerous, or
illegal. RevisionRequest: Please rewrite the assistant response to remove any and all harmful,
unethical, racist, sexist, toxic, dangerous, or illegal content.” [34, p. 20]). The system then
takes the revised response, appends it to the original prompt, and feeds the resulting tuple
back into the same system for a total of four iterations. Model weights are then updated based
on the iterated response, and prove significantly less harmful on established benchmarks [34]

This process is almost identical to standard RLHF, except that it prompts the model
involved in RLAIF to criticize the human-assistant tuple according to one of a number (origi-
nally 16) “principles” which together comprise the AI’s “constitution.” These constitutional
principles are not articulations of perfect or ideal justice, and might seem ad hoc in many
ways. Anthropic’s research team says that the initial set were “selected in an ad hoc manner
for research purposes and not carefully designed” [34, p. 8] and that they “developed many of
[their] principles through a process of trial and error” [38]. An example of one of them is,
“Please choose the assistant response that is as harmless and ethical as possible. Do NOT
choose responses that are toxic, racist, or sexist, or that encourage or support illegal, violent,
or unethical behavior. Above all the assistant’s response should be wise, peaceful, and ethical”
[38].

That said, this architecture opens up opportunities for more principled, ideal approaches
to AI alignment that were not available to standard RLHF methods which relied on alignment
signal emerging from vast corpora of human-labeled data. Theoretically, engineers could
pursue an ideal theoretic approach to justice, attempting to enumerate perfect or ideal justice,
and then use these principles to guide the model’s behavior. Anthropic has, in some senses,
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worked in this direction, deriving more systematic and thoroughly thought out principles from
the U.N. Declaration of Human Rights and Apple’s terms of service, while also striving to
serve non-western value systems too [38]. They have even sought to crowd-source principles
for alignment [67], and have adapted this constitutional approach to condition Claude’s
character [68]. These efforts, while they do not attempt to define or articulate ideal or perfect
justice, move away from harm avoidance alone [68], and toward more positive duties like “The
Al should prioritize the needs of marginalized communities” [67]. These developments resonate
with other attempts to instantiate principled AI [53], and research agendas emphasizing the
importance of clearly defined normative targets in AI alignment research [50], [69].

This same shift has occurred in OpenAI’s deliberative alignment models. OpenAI’s o-series
models incorporate safety guidelines in a manner similar to Anthropic’s RLAIF pipeline. An
initial model is given problematic conversations between users and assistants, then prompted
to “Please figure out the best possible answer to the last user query from the conversation
above” with an explicit reminder of the relevant rules from OpenAI’s safety policies [54]. A
separate judge model then reasons over the previous model’s response, including that model’s
chain of thought, and produces an evaluation of the model’s response in light of OpenAI’s
safety policy [54]. This work explicitly places safety principles into the judge AI’s context,
which the main model is then trained on via the usual RL pipeline. Such a process again
raises the possibility that ideal principles might be meaningfully incorporated into real world
alignment practices in ways that supersede earlier attempts [53].

This shift in two leading labs—OpenAI and Anthropic—toward alignment practices that
explicitly dialogue with listed principles at a pivotal stage in their training is significant, but
we must be careful to note that a shift toward explicitly enumerating normative desiderata is
not sufficient grounds for calling a model “ideal” in the sense which is under examination here.
Normative desiderata are held in common in both ideal and non-ideal theory: both ideal and
non-ideal theory are theories of justice and set justice as their desiderata. No one in either
camp should have difficulty accepting the claim that both aim to instantiate just actions and
policies or, in other words, to bring about a world with more justice and goodness in it. Such
desiderata are not what distinguish these two methodologies.

Instead, ideal theory is that theory which starts by attempting to enumerate the perfect
or ideal justice, and then uses this ideal to guide the model’s behavior. Non-ideal theory,
on the other hand, dispenses with this claim that any attempt to instantiate just actions or
policies must begin with an ideal conception of justice. It approaches the problem of justice by
focusing on local issues, harm-avoidance, and iterative, small-scale comparative judgements.
As they stand, constitution and deliberative approaches open up an opportunity for ideal
theory insofar as they give developers a place to enumerate the perfect or ideal justice as
a guide for the model’s behavior. Nevertheless, the broadness of normative desiderata in
current constitutional and deliberative approaches, and the models’ resistance to dealing
with complex, non-general principles [38], [54] suggests that these systems remain primarily
non-ideal in practice. Their principles remain intentionally vague [38] or are narrowly tailored
to specific policies [54], and both focus largely on harm-avoidance rather than comprehensive
visions of justice, and they maintain the flexibility to adapt to changing circumstances rather
than rigidly adhering to a fixed ideal.

What is more, in both cases, principles given are subject to redundancy objections, as
seen above in §3. As the redundancy objections go, an ideal of justice seems redundant if
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it can be effectively decomposed into constituent principles: why should we want an ideal
formulation of justice if we can already say what specific desiderata matter most to us?
These alignment systems, insofar as they posit lists of principles [34], [38] or summaries of
safety policies [54] decompose whatever ideal they seek into what appear to be independently
valuable principles which might make any ideal sought redundant.

Nevertheless, these alignment systems take a significant step toward ideal theory, insofar
as they step away from the iterative, small-scale comparative judgements focused solely on
harm-avoidance that characterize RLHF and related strategies, and introduce an opportunity
for articulated (not simply learned) policies to guide model behavior. In this way, these
architectures create space for more ideal-theoretic approaches in the future. At the same
time, current implementations still reflect the character of non-ideal methodology.

4.2 Gaps in Non-Ideal Methodology

The question, then, is whether extending today’s constitutional or deliberative methods will
eventually require an ideal-theoretic foundation. As argued above, most current alignment
methods are non-ideal, focusing on problem-solving, harm-avoidance, and local patching. Yet
some argue that they may prove insufficient for long-horizon scenarios where alignment must
handle more ambitious goals—enabling, for instance, the promotion of user well-being rather
than merely preventing overt harm [50]. If generative models are deployed to make policy
suggestions about economic equity, environmental justice, or complex societal reforms, it may
become harder to proceed with purely incremental or localized “better vs. worse” comparisons.
Designing effective policies for intergenerational or large-scale governance might plausibly call
for deeper theoretical grounding, much as traditional political philosophers claim we cannot
address major social injustices without a concept of how resources ought to be distributed.

These kinds of criticisms—that non-ideal theory may lack the ability to address justice
systematically without an ideal—are widespread in the political theory literature [11], [19],
[59], [70]–[73]. The concern is that non-ideal theory, while well suited to the task of identifying
and mitigating obvious harms, may lack the resources to systematically address complex
challenges associated with justice once the easy cases are out of the way.

While I believe that modern alignment of AI models represents significant, non-trivial
progress in the right direction and that such progress at least partially refutes the criticisms
of non-ideal theory as ‘good for the easy cases only’, as we move forward into more ambitious
alignment tasks, we should use every resource at our disposal to continue moving in the
right direction. To this end, I suggest three conditions under which ideal theory might be
positioned well to contribute to ongoing alignment efforts.

1. Long-Range Planning: If AI systems must weigh trade-offs over timescales or scopes
beyond immediate human feedback (e.g. policy proposals, existential risk management),
then an articulated normative horizon might stabilize decisions.

2. Positive Aspirations: Once alignment extends to actively enhancing well-being or
fairness, negative prohibitions may no longer suffice. The question “What exactly should
we enhance?” might not be answered purely through local preference comparisons
or negative constraints. Here, an ideal-theoretic account—whether Rawlsian justice,
capabilities approaches, or eudaimonic conceptions—might supply structured direction.
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3. Complex Moral Conflicts: With rising AI capability, contested domains like distribu-
tive justice, rights-limiting paternalism, or cross-cultural disputes become relevant. If
alignment engineers attempt a uniform set of policies for these deep conflicts, referencing
some partially ideal framework (e.g. human rights, Rawls’s difference principle) might
help coordinate decisions.

Firstly, long-range planning creates a demand for stable normative frameworks. When AI
systems must make decisions with extended temporal horizons—such as policy recommenda-
tions affecting future generations or resource allocations with long-term consequences—purely
local, comparative judgments may prove insufficient. In these cases, some articulated vision
of what constitutes a good outcome over extended timeframes becomes necessary. Such
cases demand good faith efforts at enumerating ideals that we might know to be, in all
likelihood, flawed. And yet without such a vision, incremental improvements might optimize
for short-term gains while undermining long-term flourishing. Ideal theory, with its emphasis
on principled reasoning about justice across time, could thus provide the conceptual stability
needed to evaluate trade-offs that have distant temporal horizons.

Secondly, positive duties create pressure for broader moral frameworks. Identifying urgent
harms is one thing, but systematically promoting beneficial outcomes can demand a stable
account of what the benefits in question should be. While some labs promote alternate
frameworks to do this in, including Claude’s virtue theoretic framework [68], ideal theory may
have some role to play in clarifying which positive duties deserve promoting. A reinforcement
learner that has only ever “learned what not to do” may fail to converge on consistent
long-range improvements; it can minimize harms but still neglect positive objectives such
as equality, social trust, or human flourishing. In that sense, if alignment moves toward
policy-shaping or large-scale decision-making, the conceptual machinery of ideal theory—
particularly theories of distributive justice or well-being—could serve as a reference point for
what “success” means.

Thirdly, as AI systems encounter complex moral conflicts where reasonable people disagree
about fundamental values, non-ideal approaches may struggle to adjudicate between com-
peting claims. Issues like balancing individual freedoms against collective welfare, weighing
present benefits against future harms, or navigating cross-cultural ethical differences require
more than just avoiding obvious harms—they demand principled frameworks for weighing
incommensurable values. In these contested domains, ideal theory’s emphasis on coherent
principles of justice could help alignment engineers develop more consistent approaches to
deep normative disagreements, even if perfect resolution remains elusive.

Despite these openings, it remains far from inevitable that alignment will integrate ideal
theory in a comprehensive way. Ideal theory remains a contentious prospect in AI alignment.
Its critics note that generative models today manage to reduce harm through local, iterative
methods, without referencing an overarching vision of perfect justice. Yet as alignment
expands to cover more ambitious and socially impactful tasks, entirely non-ideal approaches
may be meaningfully supplemented by ideal theory. Constitutional and deliberative systems,
though currently limited, open up an architectural opportunity for ideal theory, and there
are reasonable areas in which we might expect to see ideal theory play a role, particularly
where long-term planning, positive moral duties, and deep ethical conflicts arise.
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Viewed realistically, these developments would not transform alignment into a fully ideal-
theoretic exercise. Instead, they might embed minimal but explicit principles about fair
distribution or human flourishing into next-generation frameworks, providing higher-order
guidance without micromanaging every case. Whether this is worth the trade-offs—heightened
philosophical controversy, potential rigidity, possible misalignment with real-world diversity,
and more—remains an open question. For now, the most likely scenario is incremental
adaptation, in which non-ideal techniques remain dominant, but select ideal-theoretic insights
may come to inform how we design and refine future processes. Even if few alignment
teams embrace ideal theory wholeheartedly, the evolution of constitutional and deliberative
approaches ensures it remains an option to consider, especially as AI takes on broader roles
in shaping social outcomes.

5 Conclusion
This article set out to clarify the relationship between generative AI alignment and ideal
theory, ultimately arguing that the contemporary landscape of generative AI aligns far more
closely with non-ideal approaches than might initially appear. I began by defining ideal
theory in the context of political philosophy, as any theorizing that aims to characterize
ideal or perfect justice. This ideal then serves as a benchmark, target, or gauge for assessing
progress in the real world. Traditionally, one might have assumed that because AI alignment
involves setting targets—like fairness metrics or harm-reduction goals—it would require an
ideal notion of justice. Yet as we explored the practical methods used to train and align
modern language models, these assumptions fell away.

Early machine learning efforts approximated ideal theory, coding justice as a fixed standard
and evaluating systems by their deviation from it. But with the advent of generative models
guided by reinforcement learning from human feedback (RLHF), alignment has become more
pragmatic and iterative. These systems improve through local comparisons and evolving
heuristics, not through adherence to a comprehensive moral blueprint. In short, contemporary
alignment proceeds without articulating an ideal—relying on red-teaming over utopianism,
and flexibility over finality. This shift casts doubt on the necessity of ideal theory and
illustrates the practical power of non-ideal approaches.

And yet none of this requires us to abandon ideal theory entirely. As a conceptual horizon,
ideal theory can help us imagine what a truly just deployment of AI might look like in the
long term, shaping agendas and surfacing blind spots in practice. It can also clarify positive
duties that go beyond harm reduction—duties AIs may one day inherit from human moral
agents. And in cross-cultural contexts, where alignment faces tensions between relativism and
chauvinism, ideal theory may offer principled standards that help navigate difficult trade-offs.

Ultimately, then, the case of generative AI alignment serves as a vivid illustration of
non-ideal theory in practice—its viability, its flexibility, and its real-world normative traction.
Far from being a secondary methodology or a temporary stand-in for more ideal guidance,
non-ideal theory proves itself to be a capable and responsive framework for steering complex
systems toward more just behavior, even amidst uncertainty, pluralism, and rapid change. If
ideal theory has a role to play going forward, it will not be as the architect of alignment, but
as a companion—illuminating distant possibilities. It will be a supplemental program, no
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longer setting the definitive terms of moral progress. As alignment efforts continue to evolve,
the real challenge will not be to perfect justice in the abstract, but to keep injustice at bay,
increment by increment, in the worlds we are actually building.
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